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Abstract

CompuP2P is an architecture for large-scale dynamic ad-hoc grids based on peer-to-peer paradigm that provide computation capabilities to processing-intensive user applications. CompuP2P uses ideas from game theory to govern sharing of idle compute power among the grid nodes. Dynamic markets for compute power are created that facilitate migration of tasks from clients requiring processing to nodes that are currently lightly loaded. A Java based prototype of the proposed architecture has been developed that enables user to execute large and complicated tasks by specifying their task requirements in the form of a task tree.
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I. INTRODUCTION

CompuP2P is an architecture for large-scale dynamic ad-hoc grids based on peer-to-peer (P2P) paradigm that provide computation capabilities to processing-intensive user applications. Much of the focus of grid computing to date has assumed the existence of static grid sites, which have out-of-band trust relationship among themselves. However, there is a need among small workgroups and laboratories for a less formal and organized grid environment. Such an ad-hoc computing environment would eliminate the need for grid infrastructure administration and instead offer a more peer-to-peer type grid environment to users. In the paper, we propose a self-organizing and self-governing grid architecture that allow users to execute large tasks by utilizing the aggregate compute capacity of the grid nodes.

CompuP2P enables efficient utilization of network resources, such as bandwidth by merging and pruning data before it is sent to the receiver. CompuP2P allow computationally (and memory) limited devices, such as wireless hosts (e.g. PDAs) to access network services by using other nodes as their agents. Multiple grid nodes form a virtual private processing system by contributing their individual resources, such as idle CPU cycles. Such a system can then perform compute intensive tasks, such as scientific simulations or data mining on behalf of the requesting clients. Applications, like scientific simulations and data mining, requiring huge processing can tremendously benefit from this potentially unlimited availability of idle compute power.

The goal of CompuP2P is to build completely decentralized Internet-scale ad-hoc grid networks utilizing the processing power and other resources, such as memory of millions of PCs and workstations that have

\[^{1}\text{Technical Report}\]

\[^{1}\text{Generally speaking services as used here refer to tasks that depend on multiple data objects that need to be processed in certain specified order in order to generate meaningful results.}\]
Internet connectivity and are under-utilized most of the time. Users of CompuP2P can harness almost unlimited processing power of the entire network. The architecture for distributed processing uses the Chord [4] protocol for locating data that constitute input to processing. CompuP2P construct globally efficient mapping of users’ task trees to grid nodes, such that the QoS constraints specified by the users are satisfied. Some of the QoS constraints associate with a distributed computation can be minimum cost, minimum delay, or minimum cost with bounded delay.

CompuP2P builds and operates dynamic compute power markets, where sellers and buyers can come together to negotiate transfer of processing tasks from buyer to seller nodes. The lookup of such markets and the availability of processing power are robust even in the face of several nodes entering or leaving the network at the same time. CompuP2P uses ideas from game theory ([12]) to develop incentive-based schemes for nodes to share their idle compute power with each other. The pricing strategy for compute power is completely distributed without requiring any centralized authority to govern nodes’ behavior.

The rest of the paper is organized as follows. Section II explains our network model. Section III shows how game theory principles can be used to share compute power in CompuP2P. Section IV explains how task trees can efficiently be mapping to grid nodes, with a worked out example in Section V. In Section VI we propose some schemes for building fault-tolerance into large scale distributed computations in the context of CompuP2P. Section VIII talks about related work. Section VII describes our Java implementation of CompuP2P and we conclude the paper in Section IX.

II. NETWORK MODEL

A large grid consist of nodes (called processing nodes) may have idle compute power that can be used by some other nodes (called clients). The network model assumes a P2P configuration that uses Chord [4] for data lookups and nodes’ connectivity. The system is dynamic as nodes join and leave at unpredictable times.

Peer-to-peer networks ([1], [2], [5], [4]) are flexible distributed systems that allow nodes (also called peers) to act as both clients and servers to access and provide services to each other. P2P is a powerful emerging networking paradigm that permits sharing of virtually unlimited data and computational resources in a completely distributed, fault-tolerant, scalable, and flexible manner.

A client node requiring some computation service (S) can request others to carry out the desired tasks
for the service completion.\textsuperscript{2} We assume that nodes providing the compute power get suitably compensated by the clients for their CPU cycles. To simplify our discussion, we do not explicitly consider compensating nodes for their data, however, in [7] we have proposed a pricing strategy in order to motivate nodes to share their data with each other. We assume the existence of some electronic payment mechanism as in [8], [9] that is used by the clients to compensate the processing nodes.

We assume all the grid nodes to behave selfishly. This assumption is important as nodes belong to independent individual users. Selfish nodes are strategic and rational in a game theoretic sense, i.e. their intent is to maximize their own profits or payoffs. The only way for nodes to maximize their payoffs is by selling their idle compute power to others that might require them.

We use the notation $D_i$ to refer to both a data type and its specific instance called a data object. A nodes service requirement can be represented by a vector: $S = \bigcup D_i$, implying that it relies on several data objects (of data type $D_i$, respectively) that need to be processed in a certain specified order. For example, a client needs to perform service $S$ described by,

$$ S = (D_1 \oplus_1 D_2) \oplus_3 (D_3 \oplus_2 D_4). $$

We refer to $D_i$ and $\oplus_i$ as tokens that indicate data and operation types, respectively. Thus service $S$ requires performing operation $\oplus_1$ on objects $D_1$ and $D_2$, $\oplus_2$ on objects $D_3$ and $D_4$ and then computing $\oplus_3$ on the results of the two sub-operations or subtasks. Each of the different operations may require different program code, inputs etc., and hence require different amount of compute power for carrying them out. A client can determine the compute power that would be required for each of the operations. The order of processing of various input data and intermediate results is important in a complex task where the subtasks may be arbitrarily nested. For simplicity we assume the use of binary operations only. Other complex operations can be formed using the binary operators. Unary operators are treated as special forms of binary operators in which one of the operand has a ”zero” value.

A node that stores an index for some data, as defined by Chord, is also the data pool manager ($DP_i$) for that data type. We provide a brief introduction to Chord in Section II-A. Several nodes may have stored a copy of some data, each instance of which is referred to as a data object. For example, copies of a file may be stored at multiple places through replication and/or caching. $DP_i$ stores the Chord ID and IP address of all the nodes which have a copy of the data corresponding to $D_i$. A distinguishing feature of caching

\textsuperscript{2}A client can include a wireless host, such as a PDA or a laptop with a low battery power and intermittent network connectivity.
in CompuP2P is that a node on receiving a lookup request, even if it has a copy of the data object, still forwards it to the $DP_i$ node (in one logical hop). This simple extension allows the request to be fulfilled by the data pool manager in an optimal manner given the current distribution of data around the network.

The model of distributed computing on which CompuP2P is based is frequently encountered in real-world applications as suggested by the following examples. These and several other similar examples of distributed computing for commercial and scientific applications are described in detail in [6].

- **Task-parallel applications:** They are so called because parallelism is achieved by partitioning the work to be performed rather than the data to be operated on. A full-fledged task-parallel programming model must also include functionality for collecting and combining results from application tasks and for automatically balancing the load for improved performance. The overwhelmingly popular paradigm for task parallelism is the master-worker model in which a master process divides portions of the entire workload among populations of worker processes. The master-worker paradigm is well suited to CompuP2P, as application tasks need not be tightly coupled. Master-worker has been used for challenging computations, including the solution of open problems in numerical optimization.

- **Parameter Sweep Applications (PSAs):** PSAs comprise sets of computational tasks that are mostly independent, although there are few task synchronization requirements or data dependencies among tasks. This simple application model arises frequently in many fields of science and engineering, including computational fluid dynamics, bioinformatics, particle physics, discrete-event simulation, computer graphics, astronomy, and computational biology. PSAs are attractive as CompuP2P applications because they are not tightly coupled: tasks do not have stringent synchronization requirements and can thus tolerate high network latencies. In addition, they are amenable to straightforward fault-tolerance mechanisms such as restarting tasks from scratch after a failure.

- **Workflow Applications:** Workflows consist of modules and data filters with well-specified input and output. The modules are connected in order to achieve some desired goal. Workflows arise in many contexts. Several problem solving environments (PSEs) that enable users to build and execute large workflows have been developed. It is typical for workflows to be so large, and/or application data and participants to be so distributed, that it is not feasible to run the entire application within a single system or institution. Thus, there is a natural affinity between workflow applications and CompuP2P.
A. Chord Overview

Chord [4] supports just one operation, i.e. given a key, it returns the node responsible for that key. Each Chord node has a unique $m$-bit identifier (Chord ID), obtained by say, hashing the node’s IP address. Chord views the IDs as occupying a circular identifier space. Keys are also mapped into this ID space, by hashing them to $m$-bit key IDs. Chord defines the node responsible for a key to be the successor of that key’s ID. The successor of an ID $j$ is the node with the smallest ID that is greater than or equal to $j$ (with wrap-around).

Every Chord node maintains a list of the identities and IP addresses of its $r$ immediate successors on the Chord ring. The fact that every node knows its own successor means that a node can always process a lookup correctly: if the desired key is between the node and its successor, the latter node is the key’s successor; otherwise the lookup can be forwarded to the successor, which moves the lookup strictly closer to its destination.

In a system with $N$ nodes, lookups performed only with successor lists require an average of $N/2$ message exchanges. To reduce the number of messages required to $O(\log N)$, each node maintains a finger table with $m$ entries. The $i^{th}$ entry in the table at node $j$ contains the identity of the first node that succeeds $j$ by at least $2^{i-1}$ on the ID circle. A new node initializes its finger table by querying an existing node.

III. Market Model for Sharing of Compute Power

In this section we explain how nodes in CompuP2P, possibly across different administrative domains, can share their idle compute power. Each node based on its current and past load estimates its average number of CPU cycles that would remain idle in future.\(^3\) Suppose a node determines that it has $C$ cycles/sec available for the next $T$ time units (where $T$ is some large enough time period) that it can provide or make available to others for processing. These available CPU cycles can be time shared across multiple tasks, as long as the sum of the requirements of all the tasks do not exceed $C$. For example, if $C$ is equal to $10^5$ cycles/sec, then a node can execute a task that needs at most $10^5$ cycles/sec, or if there is no such single task, the processing power may be time-shared between multiple tasks given that the total requirements of the tasks do not exceed $10^5$ cycles/sec. It must be noted that the same value of number of CPU cycles/sec might represent different amounts of compute power for different nodes. This might happen if nodes have different hardware and/or software configurations. We use the unit of cycles/sec to represent normalized equivalent amounts of compute power at different nodes in a heterogeneous system.

\(^3\)For example, by using information from Unix commands, such as "top" and "uptime".
Once the amount of idle compute power has been estimated, the next step is to determine how to sell them. Moreover, buyers needing extra compute power should be able to locate the right sellers and purchase processing power from them. The related and equally important issue is how the sellers should price compute power in order to maximize their profits. In the next subsection, we first describe techniques for dynamically creating and locating markets, such that no single node is overburdened with the task of maintaining and running the markets.

A. Constructing Markets for Buying and Selling Compute Power

Since different nodes have different amounts of compute power to sell and purchase, it is necessary to create suitable markets to permit buyers and sellers to come together and trade the amount of compute power they require. For a buyer to sequentially search the entire network for the best available deal is a very time consuming and expensive operation. Also, selecting one node, say successor of Chord ID zero, where all the transactions for all the available compute power in the network take place is not a good idea either. This is because relying on one node can lead to extreme scalability, fault-tolerance, and security problems.

For efficient creation and lookup of compute power markets, we propose two schemes that uniformly distribute the location of and responsibility for maintaining those markets across the network. Both the schemes use Chord for market assignment and lookup, however, they differ from each other in the overhead involved and the manner in which nodes are selected for running markets for various commodities. The term commodity as used here represents a range of idle CPU cycles/sec values. Each market deals in only one type of commodity (i.e. homogeneous markets). A single physical node may be responsible, i.e. be a market owner (MO), for more than one market.

Figure 1 depicts how nodes with different values of idle compute power \( C \) join different markets. Although, for simplicity of discussion we have used \( C \) as a discrete value, in actual practice it refers to a well-defined range of values within which a node’s idle processing capacity lies. Thus, nodes with different but close enough processing capacities trade in the same market.

We describe below two schemes for the creation of compute power markets.

1) Single Overlay Scheme: In this scheme, the value \( C \) computed by a seller acts as the Chord ID for locating the corresponding compute power market. The successor node of Chord ID \( C \) is assigned the responsibility for maintaining the market for that particular idle compute power. It is possible that several compute power values map to a single node and then that node is responsible for running different markets,
all dealing in different commodities.

This scheme is very simple to implement and involves not much additional overhead. Compute power markets are searched using the normal Chord lookup protocol. In other words, if a node needs to purchase \( x \) cycles/sec, it simply looks up for the market maintained by the successor of Chord ID \( x \). The drawback of this scheme is that if the idle compute power values in the network happen to be in a very narrow range, then most of the markets would map to only a very few distinct physical nodes. Those nodes then become the bottleneck and can degrade the system performance.

2) Processor Overlay Scheme: In order to more uniformly distribute the responsibility for running the compute power markets, an additional overlay can be maintained that keeps information about available idle compute power at different sellers in the network. All MOs, which are responsible for various commodities, constitute this Chord-based overlay network. The total ID space of this new overlay is equal to the maximum amount of compute power that may possibly be available on any single node and is upper-bounded by \( 2^c - 1 \), where \( c \) is a constant and represents the number of bits used to represent the value of idle CPU cycles/sec.\(^4\)

The process of selecting a MO for a commodity is illustrated in Figure 2. A node on determining its value for \( C \) applies a hash function to \( C \) to find the corresponding Chord ID (\( = \text{hash}(C) \), a value between 0 and \( 2^m - 1 \)).\(^5\) The successor node of \( \text{hash}(C) \) is then the MO for the market trading in commodity \( C \). The various MOs defined in this manner then together form another overlay network, called the processor overlay, which has ID space from 0 to \( 2^c - 1 \). The ID of a MO in this new overlay network is simply the value \( C \) whose hash value was mapped to it in the initial Chord network. Stated otherwise, the ID of a MO in the processor overlay network, called CPU Market ID (CMID), is the number of CPU cycles/sec that are being sold in its market.

It must be noted that in the above description, it is possible that a single node in the initial overlay network

\(^4\) We assume that the value of \( c \) is large enough to represent the idle processing power of even a very large computer system.

\(^5\) Here we are referring to an existing Chord network comprising of all the nodes, and \( m \) is the Chord ID size in terms of the number of bits.
is the MO for several different markets, causing it to have multiple CMIDs assigned to it in the processor overlay network. Each CMID value is represented by a different node in the processor overlay as shown in Figure 2.

![Diagram showing the processor overlay schema using the CPU capacity values given in Fig. 1.](image)

The lookup in processor overlay, requires $\frac{1}{2}(\log M)$ steps on average, where $M$ is the number of different MOs. Moreover, MOs maintain $O(\log M)$ routing information to support routing in processor overlay.

The search mechanism for the compute power in processor overlay is performed based on the number of CPU cycles/sec (which acts as the lookup key) that a client requires for its processing. The client first contacts any of the known MOs and forwards the lookup request to it. The selected MO searches for an appropriate market for the desired compute power in the processor overlay network. The lookup process finally returns the IP address of the MO that runs the market for that compute power or the nearest higher compute power value available in the network. For example, if only two compute power markets (with commodity values $b$ and $c$) exist in the network, and a client desires $a$ (where $a < b < c$), then the above mechanism returns market for $b$ instead of $c$. The MO is then contacted to obtain information on the sellers listed in the market.

Nodes have incentive to become MOs, since they make profit by charging listing price (LP) from sellers (and/or buyers) that benefit from the services provided by a market. We describe below two pricing schemes that can be used by a MO.

- A MO can charge the same fixed price to all the sellers that are listed in the market. This is a simple strategy, however, it is difficult for different MOs to coordinate and come up with a single price that is applicable to all the different markets. Moreover, this scheme also does not take into account the dynamics of a particular market. It seems unfair that sellers should pay the same listing price, when in fact they earn different profits (possibly zero) depending on the market they are in and the existing competition. We refer to this scheme as fixed listing pricing.
• A MO can charge (to the buyers or sellers or both) on the basis of the market characteristics, say some percentage of the selling price. This scheme appears to be fair to both the sellers as well as the MO, since a seller is not required to make a payment till it is able to sell its compute power, and the MO also potentially gets a higher payoff depending on the dynamics of the market. Although appealing, this scheme is in fact difficult to implement in a distributed setting when the participants (buyers, sellers, and market owners) are all selfish. We refer to this scheme as variable listing pricing.

B. Pricing for Compute Power

Pricing is non-trivial when there are either multiple at par sellers from a buyer’s point of view or when a buyer is trying to minimize its cost of processing (again assuming multiple sellers). Utilizing the model that a transaction involving the trading of compute power can be modelled as a one-shot game and using the results from game theory (the classical Prisoner’s dilemma problem [12] and Bertrand oligopoly [13]), we can see that long-term collusion among compute power sellers (and MO) is unlikely to occur. In one-shot Prisoner’s dilemma game, non-cooperation is the only unique Nash equilibrium strategy for the players. In fact, the model of Bertrand oligopoly suggests that sellers (irrespective of their number) would not be able to charge more than their marginal costs for selling their compute power. In Bertrand oligopoly sellers strategy is to set ”prices” (as opposed to ”outputs” in Cournot oligopoly) and is thus more reasonable to assume in the context of CompuP2P.

One-shot model of a compute power transaction is reasonable to assume, since once a seller sells its compute power, it de-lists itself from the market and perhaps move to another market for selling its remaining compute power, if available. Moreover, in a dynamic system, where nodes continually join and leave the network, it is difficult to keep track of nodes that do not fulfill their collusion agreements. Thus, nodes are not likely to be penalized based on their past behavior.

The marginal cost of providing compute power can include among other things - listing price, bandwidth cost for message exchange, etc., and is represented by \( MC_i \) for a node, \( i \).

1) Providing Incentives to Sellers: Since the best pricing strategy for sellers is to charge equal to their marginal costs, it results in zero profits for them. Therefore, sellers would not be motivated to sell their compute power unless some other incentive mechanisms are devised for them. Below we describe two such strategies depending on whether fixed or variable listing pricing is used to compensate a MO.
• **Strategy For Fixed Listing Pricing.** If fixed listing pricing is possible, then a *MO* has no incentive to cheat and thus we can use the technique employed in Vickrey auction ([10], [11]). A seller when it joins a market provides its marginal cost information to the *MO*. A buyer, looking to minimize its cost, selects the seller with the least marginal cost, but the amount it has to pay to the seller is equal to the second lowest marginal cost value listed in the market. This selection scheme is called *reverse Vickrey auction*.

The above strategy provides non-zero profit to the selected seller and ensures that sellers state their correct marginal costs to the *MO* (see [11] for the truth-eliciting property of Vickrey auction). The strategy is also inherently secure because even if sellers learn about the posted marginal costs, they cannot take undue advantage of that information to post a lower marginal cost than their actual values. To understand this, consider the following simple example.

*Example*: Let a seller *A* has the marginal cost (*MC*_A) of 5 and the lowest marginal cost among all the sellers different from *A* (=*MC*_A\(^{-1}\)) be 4. If *A* hides its true *MC* and posts it as 3 in order to get selected, its actual payoff would be (*MC*_A\(^{-1}\) – *MC*_A) or 4-5 = -1, i.e. it would suffer a loss of -1. Thus, it can be seen that the only rational strategy for a seller is to post its correct *MC*. In this incentive scheme, a seller selected for processing makes a profit of (*MC*\(^{-1}\) – *MC*).

• **Strategy For Variable Listing Pricing.** If variable listing pricing is being used, the above scheme based on Vickrey auction cannot be employed. This is because Vickrey auction is designed to be used by non-selfish auctioneers (here *MO* is the auctioneer), whose goals are to maximize system efficiency as opposed to personal gains. Whereas, in variable listing pricing, a *MO* has incentive to behave selfishly to maximize its profits. For the case of fixed listing pricing this selfishness was not a problem, since the payoff that a *MO* received was fixed. But if the payoff that a *MO* receives is dependent on a transaction outcome, then it has incentive to cheat. To understand how a *MO* may cheat consider the following example.

*Example*: Let us say, a *MO* receives 10 percent of a transaction value from the sellers. Suppose there are three sellers, *A*, *B*, and *C* currently listed in the market. The marginal costs of *A*, *B*, and *C* are 100, 200, and 300, respectively. If a buyer now makes a request for the lowest cost supplier then the *MO* has incentive to report *C* as the lowest cost supplier, instead of *A*. This is because by doing so the *MO* earns a profit of 30 (=300*10/100) instead of 10 (=100*10/100). Even if Vickrey auction is used, the
MO has incentive to report 200 and 300, instead of 100 and 200 as the lowest and second lowest cost values, respectively, to the buyer. In order to deal with the selfish MO problem, we propose a max-min payoff strategy. This strategy makes the payoff to a seller and MO complementary to each other, i.e. if the seller receives a high payoff than the MO receives a low payoff, and vice versa. We develop the following simple model for this strategy. Let there be $N$ sellers in a market represented by $1, 2, \ldots, N$, such that $MC_i < MC_{i+1}$ for all $1 \leq i \leq N - 1$. We assume all the marginal costs to be integer values. The sellers are not aware of each other (or of the buyers) and only know their own marginal costs, which they truthfully report to the MO. Buyers are also completely unaware about the sellers that are listed in the market and rely on the MO to give them information about the lowest cost supplier. The payoff functions used by a buyer to compensate the MO and the selected seller (represented by $Payoff_{MO}$ and $Payoff_{seller}$, respectively) are well-known and are given as follows.

$$Payoff_{MO} = \frac{(MC_N - MC_i)}{(MC_N)^2}$$

$$Payoff_{seller} = MC_1 + 1$$

(2)

$MC_i$ and $MC_N$ in the above equation refer to the marginal cost values of the lowest and highest cost supplier, respectively, as reported by the MO to the buyer. Note that a MO can manipulate the reported values if doing so increases its payoff. The above payoff values guarantee that the total cost to the buyer is bounded and the best strategy for the MO is to return the lowest cost supplier only. We formalize this in the form of the following proposition.

**Proposition 1:** Assuming one-shot model of compute power transactions, the payoff's strategy in Equation 2 guarantees the following:

a) The lowest cost supplier is always selected.

b) The payoff received by the selected seller covers its marginal cost of providing the service.

c) The total cost to the buyer is bounded.

d) The payoff to the MO is variable depending on the dynamics of a market, specifically, it depends on the marginal costs of the sellers listed in the market.

**Proof:** a) The MO can increase its payoff by reporting a low value for the lowest listed marginal
cost, i.e. minimizing $MC'_1$ as much as possible. However, $MC'_1$ cannot be decreased below $MC_1$, the true lowest marginal cost, since otherwise the seller (here seller 1) gets a payoff of $MC'_1 + 1 (< MC_1)$. Since a seller does not provide its service unless its payoff is greater than its marginal cost, the best strategy for the $MO$ is to set $MC'_1 = MC_1$ and return the lowest cost supplier for processing.

b) This is implied from Equation 2 where we see that the payoff received by the seller is one more than its marginal cost.

c) From Equation 2, the payoff to the $MO$ is maximized for $MC'_N = 2 * MC_1$ (after setting $\frac{\partial \text{Payoff}_M}{\partial MC_N} = 0$), giving it a payoff of $1/(4 * MC_1)$. Thus, the total cost to the buyer is bounded and is equal to $1/(4 * MC_1) + MC_1 + 1$.

d) It follows from the description of the payoff values given by Equation 2.

In the above we assume that a $MO$ serve the buyers in the order in which it receive requests from them. Moreover, once a seller has been selected for processing, it de-lists itself from the market (and joins some other market if it has sufficient compute power remaining).

IV. MAPPING TASK TREE TO GRID NODES

After having looked at how idle compute power can be efficiently searched and traded in a large grid network, we next explain how a task is executed in CompuP2P in a distributed manner. Assume that a client node needs to perform some computation or service $S$, which is specified by the task Equation 1. Such a computation can also be represented in the form of a task tree as shown in Figure 3. The tree representation captures the precedence relationship among the various tokens in a task equation.

A client gathers the list of nodes that are capable of processing the tokens in its task equation. This is done by contacting the data pool managers and $MO$s for the data and operation tokens, respectively. When contacting a $MO$, a client can specify whether it wants the lowest cost seller or a list of all the available sellers in the market. A complete list of sellers is requested in order to select the node that best meets the QoS requirements of the computation. If sufficient compute power is not available for any operation token, a client aborts the service computation and retries at a later time. The lists of nodes obtained are placed at the corresponding nodes of the task tree and the resulting tree is called the expanded task tree ($E$-$TT$) as

\footnote{Note that in the given network model, it is difficult for a buyer to verify the marginal cost values it receives from the $MO$.}
shown in Figure 4. A node in E-TT is referred to as the token set (T-Set), since it is a set of addresses of physical nodes that are capable of processing the corresponding token.

A. Centralized Token Allocation

It is possible that there are multiple nodes that can process each token in a task equation, i.e. there may be multiple nodes that have a copy of the data and also multiple nodes that are willing to provide the desired compute power. In centralized task allocation, the goal is to allocate tokens, such that the overall task (or service) can be performed efficiently, i.e. satisfy the client’s QoS requirements.\(^7\) This process can be understood as the mapping of a client’s task tree onto a subset of grid nodes. We assume that clients use one or more of the following service QoS requirements - minimum cost, minimum delay, or minimum cost with bounded delay.

\(^7\)Allocation of data token means selecting nodes that supply data and allocation of operation token refer to selecting nodes where processing of data occur.
If a client is looking to minimize the total cost of its computation, it can select the minimum cost supplier from the markets for each of the different operation tokens using the payoff strategy described in Section III-B. For satisfying other QoS requirements, a client obtains information, including the $MC$ values, on all the sellers in a market corresponding to every operation token in its task equation. The pricing strategy, which determine the payoffs to the $MO$s and sellers, in such cases is not obvious and is part of our ongoing investigation.

Below we first describe how the mapping of a task tree onto grid nodes can be carried out such that the overall time for computation is minimized.\footnote{The minimum time criteria not only satisfies the service delay requirements, but also minimizes network resource usage since the overall path of computation (i.e., the total distance travelled by the intermediate results) is minimized.} The proposed algorithm assumes the existence of a mechanism (see [14], [15]) that enables finding relative physical distances between any pair of nodes in a network.

We augment the $E-TT$ by transforming every pair of parent-child $T-Set$s into complete bi-partitions, such that link weights correspond to the shortest path distances between elements of the two $T-Set$s. Moreover, for each $T-Set$ at Level-0 (i.e. height 0 of the binary tree) a dummy node $d_i$ is added that is connected by zero cost links to the elements of the corresponding $T-Set$. Furthermore, a new root node representing the client node is added. The link weights again correspond to the physical distance between the client node and the nodes representing the elements of the original root $T-Set$. The augmented $E-TT$ is referred to as the topology based expanded task tree ($TBE-TT$) and is shown in Figure 5.

In centralized token allocation the goal is to select a physical node, i.e. an entry from each of the $T-Set$, such that the overall computation can be performed in minimum time without exceeding the capacity of any single node. Equivalently, given a $TBE-TT$, we need to determine the shortest path from the root (i.e. the client) to all the leaf nodes (i.e. $d_s$s). The resulting shortest path should minimize the total time to reach

---

Fig. 5. Topology based expanded task tree ($TBE-TT$).
from the bottom to the top of the tree. In other words, the sum of the maximum of the link weights between adjacent levels must be minimized. In addition, the total processing capacity of any physical node included in the resulting solution should not be exceeded. This can happen because the same node(s) that is part of multiple $T$-Sets may get selected for processing operation tokens whose total processing requirements may exceed the node’s capacity. The shortest path that satisfy the above constraints is referred to as the constrained shortest path.

In Appendix A, we prove that the problem of finding the constrained shortest path in $TBE-TT$, henceforth simply referred to as the $TBE-TT$ problem, is in fact NP-complete. The proof relies on showing the $TBE-TT$ problem to be an instance of the set-cover problem [22]. Therefore, we exhaustively search all the available paths in $TBE-TT$ from the client to the $d_i$s and select the one that minimizes the computation time and also meets the processing capacities of the selected nodes.

For example, the shortest path computed in Figure 5 assigns token $D_1$ to node 5, $D_2$ to node 3, $\oplus_3$ to node 2, and so on. Token assignment for the case when a buyer desires minimum cost with bounded delay can similarly be solved by finding a least cost path among all the feasible paths (i.e., which satisfy the delay bound).

V. DISTRIBUTED COMPUTATION STEPS IN COMPU2P

In this section we consider a simple example to summarize as to how a distributed task is executed in CompuP2P. The table in Figure 6 is an example of the system state at some time instant. The values of the various entries in the table are selected so as to simplify our discussion here. For illustration, node 3 has available compute power of 1150 that it can provide (for $T$ time units) if it receives a payoff of at least 15. In addition, it is a MO for compute power in the range $[1, 100]$ and has a copy of data represented by $D_2$. It is assumed that the compute power values that are within an interval of 100 trade in the same market, i.e. $[1, 100], [101, 200]$, and so on define the bounds such that all compute power values in these intervals trade in the same market.

Suppose node 1 has a service requirement represented as, $S = (D_1 \oplus_1 D_2) \oplus_3 (D_3 \oplus_2 D_4)$. We give the steps carried out by node 1 to accomplish $S$ in minimum possible time.

- Node 1 contacts the data pool manager $DP_i \ (\forall i \in \{1, 2, 3, 4\})$ to get information on nodes that can provide data, $D_i$.

---

9 Although processing delays at nodes are not discussed, such delays can be taken into account by simply adding them to the link delays.
Fig. 6. Network snapshot with six nodes.

- Using the meta information received about the data objects (such as their size etc.) and the nature of processing to be done on them, node 1 estimates the amount of compute power that would be required for each of the operation tokens, as calculated in Figure 7.

![Fig. 7. Processing requirements of node 1 for service S.](image)

- After determining the processing requirements, node 1 performs a lookup for the desired amount of compute power in the *processor overlay* for each of the operation token. In Figure 8 it can be seen that the lookup for both \( \oplus_1 \) and \( \oplus_3 \) lead to the same *MO* (node 4) and return the same sellers (nodes 2 and 3).

![Fig. 8. Nodes with sufficient idle compute power to process the operation tokens.](image)

- After performing the necessary information collection steps, node 1 creates a *topology based expanded task tree* (*TBE-TT*) as shown in Figure 5. The numbers next to the links are the distances between the nodes.
nodes. In order to minimize the total execution time for $S$, node 1 does an exhaustive search to find the minimum weight path from node 1 to nodes $d_1, d_2, d_3,$ and $d_4$. The result is the set of nodes that are selected for executing the various data and operation tokens comprising service $S$. The mapping of task tree onto the grid nodes is shown in Figure 9. The next step is resource reservation and connection setup such that the selected processing nodes cooperate to execute various subtasks in order to generate the final result and send it to the client node.

![Fig. 9. Mapping of task tree for $S$ onto grid nodes.](image)

VI. FAULT-TOLERANT COMPUTING

It is possible that a processing node might not be able to finish the computation assigned to it either because it leaves the network, it crashes, or the computation takes longer to complete than initially anticipated by a client. Under such circumstances, it may be expensive to restart the computation all over again. To handle such cases it is useful to periodically checkpoint the processing node’s computation, so that if required the failed computations can be migrated to other processing nodes in the network.

Unlike traditional checkpointing, which relies on dedicated checkpoint servers to store the processing state, we propose to use dynamic checkpointing in which nodes that store the checkpoint data are determined on-the-fly. Similar to the techniques outlined in Section III for the sharing of compute power, we can construct markets for memory storage. The client based on its estimation of the amount of checkpoint data generated by the operation tokens may reserve the required memory resources. The amount of memory to be reserved is the maximum of the amount of checkpoint data that is generated by computations at any level of the task.
tree. For example, in Figure 9 memory is required only to store checkpoint data generated by computations at Level-1 and not for both Level-1 and Level-2. This is because computation at Level-2 cannot begin unless they are finished at Level-1, and therefore checkpoint data generated by processing node 2 at Level-2 can re-use the space allocated for Level-1 computations.

Further, in practice errors in computation and/or communication of intermediate results can occur. Moreover, nodes may act maliciously and deliberately produce incorrect results for the computation assigned to them. All such errors might be hard to detect and correct. To increase the reliability in the correctness of the end results, one can use redundant computations as also employed in SETI@Home [3]. Basically this scheme involves performing the same computation multiple times at different nodes and then selecting the result produced by the majority of the nodes. In CompuP2P, such redundant computation is achieved by constructing several mappings of a task tree and then selecting the result generated by the majority of the mapped computations.

However, the increased fault-tolerance comes at increased cost for the user. The user budget should be sufficient to cover the cost of reserving memory space to store the checkpoint data and/or compensate the redundant processing nodes for their compute power.

VII. Prototype Implementation

We have implemented a Java-based prototype of the proposed CompuP2P architecture and have deployed it in our lab for running compute intensive simulations. Java owing to its platform independence and write-once run-anywhere feature enables easy migration of tasks from one node to another in a heterogeneous system. As incentives to the users to sell their idle compute power, we use printing quota as a form of virtual currency, such that users donating more compute power get higher printing quota, and vice versa.

A user submits its task to the system in the form of a task-specification file. The task-specification file contains the description of a task tree that needs to be solved and includes the following information:

- Code IDs representing the Java class files and data keys for each of the operation and data tokens, respectively. The class files can be downloaded either from a well-defined code server or it can be searched for and downloaded just as other normal data using code ID as the key.
- Estimated amount of compute power required for the operation tokens.
- User’s budget, i.e. the maximum amount of currency that the user can spend in order to get its task successfully completed.
The implementation currently provides for the minimum cost mapping of a task tree to the grid nodes. Task tree mappings satisfying other QoS requirements, such as minimum delay or bounded delay with minimum cost are currently not implemented.

We use SPECjvm98 benchmark [16] to address the problem of nodes’ heterogeneity when comparing their compute power. A benchmark program can be selected based on the type of applications typically submitted by the users of the grid. Benchmarks help to normalize the compute power values so that a given value is interpreted similarly by all the different nodes. These normalized values help to create homogeneous markets such that different sellers have equivalent compute power to offer, i.e. given a program all the sellers take approximately the same amount of time to execute it. To understand how this normalization is achieved consider the following example. Say, there are two nodes $A$ and $B$ that take time $T_A$ and $T_B$, respectively, to execute certain program $P$ of the benchmark. If $A$ has $C_A$ and $B$ has $C_B$ available compute power, then the normalized idle compute power of $A$ and $B$ is given by $C_A/T_A$ and $C_B/T_B$, respectively. These values are then used to determine the market they should join in order to sell their compute power.

Checkpointing as described in the previous section is currently not implemented and we plan to use object persistence feature provided by PJama [17], which would enable a failed computation to be continued at a different node upon failure of an initially allocated processing node. While selecting a new processing node, care must be taken to ensure that the initial cost and/or QoS constraints associated with a computation are not violated.

VIII. RELATED WORK

CompuP2P is significantly different from other previous distributed computing projects, such as Condor [19], SETI@home [3], and POPCORN [18], which were also developed with the objective of harnessing idle CPU cycles in the network.

Condor is designed to harness the idle CPU cycles of workstations, desktops, servers etc. Users submit their sets of serial or parallel tasks to Condor in form of jobs. The Condor matchmaker decides where to run them based on job needs, machine capabilities and usage policies. Task management is centralized to ensure that jobs are executed based on the specified requirements of provider and consumer. Unlike Condor, CompuP2P is completely decentralized, in the sense that there is no centralized entity that monitors system state and assign (sub)tasks accordingly.
In SETI@home only one central node can allocate tasks to others, whereas in CompuP2P all the grid nodes can purchase compute power and distribute their workload to other machines.

POPCORN provides an infrastructure for globally distributed computation over the whole Internet and uses a market-based mechanism to trade CPU cycles. However, unlike in CompuP2P, POPCORN uses a trusted centralized market that serves as a matchmaker between the seller and buyer nodes.

Sharing of CPU cycles in CompuP2P is completely distributed and fault-tolerant as compared to the scheme proposed in [20] that uses a centralized auction.

IX. CONCLUSION AND FUTURE WORK

CompuP2P can be used to build large ad-hoc grids for distributed processing that can potentially reduce the need for expensive processing servers in an enterprise, for example. Users of CompuP2P can harness almost unlimited processing power of the entire network.

In this paper we have described mechanisms for creation of markets and pricing of compute power in a completely decentralized and robust manner. These take into account nodes’ selfishness without relying on any trusted centralized authority. CompuP2P relies on a monetary payment scheme to compensate processing nodes for their compute power. While the use of a monetary scheme provides a clean economic model, implementing the associated electronic payment infrastructure can be very expensive. In order to overcome this problem, in [21] we have proposed a framework for using reputation as a form of virtual currency instead.

The proposed pricing strategy works fine when computations proceed correctly, however, compensating processing nodes in case failures or incorrect results becomes tricky and we would explore such issues as part of our future work. Moreover, we would develop appropriate heuristics for the TBE-TT problem without relying on exhaustive search, such that efficient mapping of task trees onto grid nodes can be carried out satisfying different QoS requirements.
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APPENDIX A

There are $N$ physical nodes, $n_1, n_2, \ldots, n_N$, with capacities (in cycles/sec) $C_1, C_2, \ldots, C_N$, respectively. Some or all of these nodes constitute the various $T$-Sets of a $TBE-TT$. It is possible to have instances of a node in multiple $T$-Sets. Each $T$-Set represents a token in the task equation and one node out of a $T$-Set is selected for the corresponding token processing.

We define an instance ($\zeta$) of the $TBE-TT$ problem as follows. Let $G = (V, E)$ represent a $TBE-TT$, where $V$ is the set of vertices (representing $T$-Sets) and $E$ is the set of edges. $G$ is a complete binary tree (except at the top most level) with unit edge weights (denoted by $w$), i.e. $w(e) = 1, \forall e \in E(G)$. The $TBE-TT$ problem is to find a constrained shortest path (CSP) from the root (client) to all the leaf (dummy) nodes. Without loss of generality, the $T$-Sets in $G$ can be represented by $T = \{1, 2, \ldots, |V|\}$. Then the CSP is a vector $\vec{K}$ ($|\vec{K}| = |V|$), called the CSP-vector, whose $i^{th}$ element denotes a physical node to which the token corresponding to $T$-Set $i$ is allocated. Below we give the steps for obtaining a CSP-vector.

- Derive the different feasibility sets for all the physical nodes. The feasibility set for a physical node is a set of all the combinations of tokens that it can process without exceeding its capacity. For example, if there are three tokens corresponding to $T$-Sets 1, 2, and 3, respectively, and node $n_1$ cannot process 1 and 2 simultaneously, then the resulting feasibility set for $n_1$ would be, $T_{n_1} = \{\{1\}, \{2\}, \{3\}, \{1, 3\}, \{2, 3\}\}$. The weights here refer to the physical distances between the nodes. For simplicity we assume that in the underlying physical network, the distance between any pair of distinct nodes is unity.
The $j^{th}$ element of the feasibility set is represented as $T^j_{n_l}$ for $j = 1, 2, \ldots, |T_{n_l}|$. In general, $T^j_{n_l} \subseteq T, \forall l \in \{1, 2, \ldots, N\}$.

- Find the minimum number of these $T^j_{n_l}$, together represented by $\tau$, such that $\cup T^j_{n_l} = T$.
- The CSP-vector can be $\{n_l | \exists j T^j_{n_l} \in \tau\}$.

**Theorem 1:** The TBE-TT problem is NP-complete.

**Proof:** We first show that $\zeta \in$ NP. Let there be a certificate $[k_1(c_1), k_2(c_2), \ldots, k_{|V|}(c_{|V|})]$ and a weight $W$, where $k_i (k_i \in \{n_1, n_2, \ldots, n_N\})$ represents the $i^{th}$ element of a CSP-vector to which the token corresponding to T-Set $i$ is allocated and $c_i$ is the compute power required to process that token. Same physical node might appear more than once in the certificate. We can verify that indeed the token allocation indicated by the certificate is correct by ensuring that it does not cause the capacity of any single node to be exceeded and that the total time for completing the computation is less than or equal to $W$. This verification can be performed in polynomial time. Thus, $\zeta \in$ NP.

Next we show that the TBE-TT problem is NP-hard by showing that minimum set-cover $\leq_p \zeta$. Minimum set-cover ([22]) is a NP-complete problem.

Let us define an instance of the minimum set-cover problem, referred to as $SC$, which is constructed as follows. Let $S = s_1, s_2, \ldots, s_{|V|}$ be the ground set. Also, let set $S_l$ be equal to $S^* - R_l$. Here, $S^*$ is a set of all possible subsets of $S$ (total $\sum_{i=0}^{N} \begin{pmatrix} N \end{pmatrix}$ in number) and $R_l$ ($R_l \subseteq S^*$) is the restraint set for node $n_l$. A restraint set include combinations of elements of $S$ that cannot belong to $S_l$. Elements of $S_l$ can be represented as $S^j_l$, where $j = 1, 2, \ldots, |S_l|$. $SC$ can now be defined as finding the minimum number of these $S^j_l$, such that $\cup S^j_l = S$.

We map $SC$ to $\zeta$ in polynomial time as follows. We set $T = S$, and $T_{n_l} = S_l, \forall l \in \{1, 2, \ldots, N\}$. Thus, $SC$ maps to $\zeta$ by a direct one-step transformation. Likewise, $\zeta$ can be transformed to $SC$ in polynomial time. We can see that a solution for $\zeta$ will also be a solution for $SC$ (and vice versa). Since, no polynomial time solution is currently known for $SC$, there is likely none for $\zeta$. Hence the TBE-TT problem is NP-complete.