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Abstract
Volume rendering algorithms visualize sampled three dimensional data. A variety of applications create sampled data, including medical imaging, simulations, animation, and remote sensing. Researchers have sought to speed up volume rendering because of the high run time and wide application. Our algorithm uses permutation warping to achieve linear speedup on data parallel machines. This new algorithm calculates higher quality images than previous distributed approaches, and also provides more view angle freedom. We present permutation warping results on the SIMD MasPar MP-1. The efficiency results from nonconflicting communication. The communication remains efficient with arbitrary view directions, larger data sets, larger parallel machines, and high order filters. We show constant run time versus view angle, tunable filter quality, and efficient memory implementation.

1 Introduction
Volume rendering [4] is memory and compute bound. Researchers have used parallelism to speedup transparency volume rendering. The goal in parallelism is linear speedup, and no storage overhead. Linear speedup is parallel run time \( t_p \) on \( P \) processors that is a fraction of the best sequential run time \( t_s \), or \( t_p = O(t_s/P) \). Storage efficiency is \( O(S) \) storage with \( S \) sample points, equivalent to the sequential algorithm’s storage.

Previous parallel volume rendering algorithms have restricted platforms [7], data set sizes [17][6], filter quality [9][12][2][10][3], view angle freedom, or correctness [13]. Users shouldn't have to sacrifice functionality to achieve higher performance with parallel computers. We have developed a parallel algorithm that uses unrestricted viewpoints and filters, with efficient storage, linear run-time speedup, and problem and generation scalability. Unrestricted viewpoints are achieved with provable one-to-one communication. For this reason we call our algorithm permutation warping for parallel volume rendering. This paper extends work on data parallel rotation [9] and our work on parallel image warping [15]. We have developed new decompositions for our permutation assignment, quantified the error of competing multipass shears, provided a new visualization technique that keeps run time constant across view angle, and implemented the algorithm on the MasPar MP-1. The permutation warp provides processor and problem size scalability with linear speedup.

2 Permutation Warping
We define voxels to be point samples. Assume that there is a processor available for every sample point and define processors as \( \pi(i,j,k) \), where \( i,j,k \) are integers. Assign processors to sample points \( p(x,y,z) \), where \( x,y,z \) are reals. This requires \( P = S \) processors. Also give processors a screen space assignment of \( \pi' \). We will discuss data parallel virtualization in Section 3. Our algorithm consists of the following three steps:

In Step 1, processors classify and shade reading neighboring data as necessary.

In Step 2, each processor resamples the opacities, \( \alpha_p \), and intensities, \( I_{s,p} \), to be aligned with the view rays. If done in a straightforward fashion this would require many rounds of communication, but we have developed a permutation warp that requires only one communication. We resample in the object space near where the points lie, and then send the resampled data to its screen space position. For example, permutation warping uses a single one-to-one communication versus eight for a trilinear filter. The challenge to doing this is using a rule, \( M \), to calculate processor assignments for the viewing transform [15].

![Permutation Warping Diagram](image)

Fig. 1 Transforms and Communications in Permutation Warping for a Single Voxel

Fig. 1 illustrates the transforms calculated by a single processor. The object space and screen space are separated, the object space on the left and the screen space on the right. A processor \( \pi \) does permutation warping by:

1.1) Calculating processor assignments \( \pi' = M(\pi) \); the logical connection is shown by the dotted line in Fig. 1.
2.2) Calculating reconstruction point \( p' = T^{-1}(\pi' \cdot \pi') \); the inverse transform is shown by a solid line and the point is shown as an asterisk (*).
3.3) Performing resampling of \( \alpha_p \) and \( I_{s,p} \), reading the values of \( I_{s,p} \) and \( \alpha_p \) of its neighboring processors. The number of neighbors used determines the filter order.
4.4) Sending resampled values to screen processors \( \pi' \).
In Step 3, a parallel product evaluation combines resampled intensities and opacities. Binary tree combining computes products for any associative (not necessarily commutative) operator \( \otimes \). Let \( I_0 \otimes I_2 \otimes \ldots \otimes I_w \) [5]. Compositing \((I_{\text{over}I_o})\) is associative. Numerical integration is also associative. In the next section we further discuss the mapping \( M \) and our generalizations from [15].

2.1 Processor Assignment by Permutation Warp

Paeth [8], Tanaka et al. [11], and Schroeder et al. [9] have used pure shell matrix decomposition of rotation to create efficient resampling algorithms. The technique is a refinement of multipass filtering where the transform is restricted to rotation. By not actually resampling data, and using the shells only to calculate the processor assignment, we use a better filter, and are still efficient. While Schroeder and Salem used a one to one assignment [9] to calculate multipass resampling, we are interested in calculating a direct one pass resampling. A permutation warp \( M \) calculates \((i', j', k')\) given \((i, j, k)\) and a transform \( T \). To understand why we go through the extra work of calculating \( M \), Fig. 3 shows communications taking place in parallel for a volume rotation. There are no conflicts. Each white line connects only two processors shown by the parallel nature of all of the lines. The object space processor bounding box is green, and the forward T warped version is also green in the screen space. The screen space processor bounding box is red in both spaces. Of course, processors are both object space processors \( \pi \) and screen space processors \( \pi' \) with \( \pi[i, j, k] = \pi'[i, j, k] \). This is shown by those processors who interpolate for themselves, the blue processors in the interior where communications arcs are not drawn.

We have further qualified the transforms \( T \) permutation warping can be used for. They are the equireal transforms defined by \( \det (T) = \pm 1 \) (determinant). Here we develop a solution for any 3D transform of this type.

The processor assignment is calculated by the transform \( \pi' = M(\pi) \). This permutation transforms points \( p_\pi \), whose coordinates are a tuple of integers, to another point, \( p_{\pi'} \), whose coordinates are also integers. An integer coordinate field is mapped to another integer coordinate field, and the point \( p_{\pi'} \) when inverted by \( T^{-1} \) to \( p_\pi = T^{-1}(p_{\pi'}) \) is within \( \pi' \)'s neighborhood. Obviously \( \pi \) and \( \pi' \) are closely related. The distances satisfy \(|(p_\pi) - p_{\pi'}| < 1\), \(|(p_\pi) - p_{\pi'}| < 1\), and \(|(p_\pi) - p_{\pi'}| < 1\), a working definition of neighborhood. Our proof for two-dimensional rotation decomposition, \( M \), is found in [15], and our code has built in neighborhood check that has not yet been violated. Proof for 3D can be done similar to 2D by brute force calculation of \( p_1 = T^{-1}(M) \) and comparing \( p_1 \) and \( p_2 \).

\[
\begin{bmatrix}
 a_{11} & a_{12} & a_{13} \\
 a_{21} & a_{22} & a_{23} \\
 a_{31} & a_{32} & a_{33}
\end{bmatrix} = \begin{bmatrix}
 1 & b_{12} & b_{13} \\
 0 & 1 & b_{23} \\
 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
 c_{21} & 1 & 0 \\
 c_{21} & 1 & 0 \\
 c_{31} & c_{32} & 1
\end{bmatrix}.
\] (EQ 2)

The system appears to be over constrained, but can in fact be solved. The symbolic solution from Mathematica(TM) is,

\[
 c_{31} = a_{31}, 
 c_{32} = \frac{a_{31} - a_{22}a_{31} + a_{21}a_{32}}{c_{21}}, 
 d_{13} = \frac{a_{22} - 1}{c_{21}} + \frac{a_{32} - a_{21}a_{32}}{c_{21}}, 
 d_{23} = \frac{a_{22}a_{31} - a_{21}a_{32}}{c_{21}}, 
 d_{13} = a_{23} + a_{22}a_{31} + a_{21}a_{32} - c_{21}, 
 b_{23} = \frac{1 - a_{21}}{c_{21}}, 
 b_{13} = \frac{1}{c_{21}} - a_{31} - a_{31}a_{22}a_{31} - a_{21}a_{32}.
\] (EQ 3)

The solution above allows direct solution for a three pass non-scaling transform (EQ 2) (or six passes of single coordinate shearings versus the eight passes from [9]), which we use in our permutation calculation. It could also be used for a multipass warping provided the data could move in two directions operating on scanframes.

3 Data Parallel Virtualization

To apply permutation warping without a processor for each sample point requires emulating virtual processors on \( P < v \) physical processors. We have found that a data parallel approach uses permutation warping very efficiently.

To virtualize we make an assignment of \( P \) processors to the \( S \) voxels. Object space voxel points are assigned to processor id's by an address tiling. Address tiling in three dimensions is an extension of two dimensional tiling techniques such as our cache tiling [14]. Wittenbrink in [16] provides more detail on slice and dice virtualization. A slice, row major addressed volume coordinate is transformed to a sliced and diced coordinate by \((i \mid sl) \rightarrow (i \mid s \mid l \mid j)\). Such virtualization is amenable to a wide variety of architectures such as mesh [11], hypercube, and multistage interconnection networks. Each dimension gets approximately \( P^{\frac{1}{3}} \) cuts. The algorithm is the same as that in Section 2, except now processors calculate \( M \) for every point. The screen space samples being calculated are unique, but processors may receive more than one message because of virtualization. The density of messages across the network is the same if the slice and dice virtualization is used and communication remains efficient.

4 Time/Quality Trade-offs

Multipass shears, [8][9][11][12], and direct warping, Section 2 [15], are not equivalent. Because each resampling discards the prior data, a shear filtering approach has more resolution error and interpolation error than a comparable direct filter. After a shear, all that is stored is the new samples. We used two test objects to calculate the reconstruction error: a cube of intensity 65535 and a sphere whose intensities are zero at the edge and 65535 at the center. 16 bit intensities were used. The volumes were 128x128x128 voxels with the sphere and cube centered and of diameter/width equal to 64. A Sun Sparc 2 was used to calculate the comparison to ease implementation of the shearing ap-
proach. The errors were calculated by differencing each sample point for an altered viewpoint with the analytically defined cube or sphere. Absolute errors were summed on each ray. We compare two direct filters: a zero order hold (zoh) and a first order hold (trilinear), and a multipass filter using linear interpolation.

The empirical study shows that the cube's mean error per ray is 3.45% zoh, 4.58% multipass, and 3.46% trilinear. The maximum error encountered on any ray rendering the cube is 9.37% zoh, 15.57% multipass, and 12.3% trilinear. For the sphere mean errors were 1.15% zoh, 0.22% multipass, and 0.07% trilinear, and max errors were 11.98% zoh, 3.04% multipass, and 1% trilinear. The trilinear is clearly better than shearing, but the zero order hold is the same as the trilinear for the cube and worse than trilinear and shearing for the sphere. This results from the frequency content of the volumes. The cube is a step function and has infinite frequencies. The zero order hold maintains the resolution very well. The multipass approach has repeated aliasing steps which degrades the reconstruction. Wittenbrink in [16] provides more details.

Fig. 4, Fig. 5, and Fig. 6 show MR angiography rendering to illustrate filter differences. Fig. 4 shows the noise inherent in the MR angiography data. Fig. 5 shows the 256x256x32 data rendered at 512x512 zooming in on the bifurcation of Fig. 4. Fast traversal is possible with the zoh of Fig. 5, and a more accurate trilinear filter is used to render Fig. 6. The filter difference on these medical image is readily apparent.

Performance measurements were taken on the MasPar MP-1 [11]. The MasPar used for the performance study was a 16384 SIMD processor MP-1 whose peak performance is 26,000 MIPS (32 bit integer) and 1,200 MFLOPS (32 bit floating point). The architecture supports frame buffers through VME frame grabbers, HIPPI connection, or through MasPar's frame buffer (not available yet). Image display in the current implementation is done on the X host. The processors are interconnected through a mesh with 23,000 Mbytes/sec peak bandwidth and a multistage crossbar router with 1,300 Mbytes/sec peak bandwidth. The array controller provides a software accessible hardware timer that accurately captures the elapsed run time.

Our implementation in MPL, a C like parallel language, uses the slice and dice virtualization discussed. The neighboring processors do not need to be accessed in the resampling step because of a one voxel overlap of volume storage on each processor. The overlap allows a random access to replace a costly cache decision in the SIMD language. The storage overlapping does not reduce the size of volumes that can be processed in practice. We take advantage of the MasPar instruction Scan-Max. Once each processor composes its subcube, Scan-Max composites across z in segments to complete each parallel product in one instruction. The over operator can be done similarly using the Scan operator to create the proper transparency at each processor, and then doing a parallel addition.

Measurements given are the average of multiple runs at each angle. Fig. 2 shows the run times to render a 128x128x128 byte volume to a 128x128 image versus resampling angle. The zero order hold is most efficiently calculated without using permutation warping, as we showed in [15]. See TABLE 1. The rotation only times are given in Fig. 2 and TABLE 3 also showing how the resampling for rotation takes the majority of the time. The many lines for each filter show rotation about x, rotation about y, rotation about z, and rotation about x, y, and z. Each time represents rendering from the original data.

TABLE 2 gives the mean run time across all angles. Note that the performance is tightly bounded and predictable. The effectiveness of direct warps lies in the performance filter tunability. The zero order hold takes from 73% to 146% less time than the first order hold, and can be used for interactive performance in viewing the larger volumes. The trilinear interpolation, or first order hold, has comparable performance to the multipass warps but is more accurate. Fig. 5 and Fig. 6 show the filter quality tuning for the foh and zoh.

Fig. 2 Nearly Constant Run Time Versus Angle

Communication congestion is low for the data parallel permutation warp. There is no congestion if a processor is available for every sample point. Using the rotation speed of 0, 0, 0 degrees in TABLE 1 as zero congestion the congestion is 19% to 29% of the run time for permutation warping, foh. The congestion is 40% to 43% for the backwards algorithm, or zoh. The router start-up penalty and/or the rule overhead account for the rest of the difference.

The closest comparisons are to [12][9][10] who use similar voxel sizes and architectures. Comparison of resampling times shows that direct filters cost more [12] but the direct filter is superior to the shear locally then send approach [9] with up to a five times speedup depending on the machine. The forward wavefront approach [2][10] trades view angle freedom for high performance and a slight speedup over our work. We have through permutation warping provided improved quality and view angle freedom for data parallel machines.

5 Conclusions and Future Work

We presented an EREW PRAM algorithm for volume rendering, and demonstrated its efficiency on a parallel machine. Our general reconstruction filter approach provides for time/quality trade-offs not possible in previous data parallel approaches making data parallel implementations more useful for volume rendering.

The data parallel version can be ported to nearly all massively parallel general purpose computers. This fact, and the ability to change combining rules, shading, or reconstruction filters, shows that permutation warping achieves high efficiency with great flexibility on general machines. Special purpose machines cannot offer this flexibility in shading, combining, and filter choices. Changing viewpoints has been thought to be inefficient, and low quality filters in shearing methods have been used for efficiency or data duplication used for ray tracing, but our algorithm provides efficiency with a zoh, foh (trilinear filter), and generalizes to better filters. A three dimensional decomposition was introduced that generalizes the work in pure shears [8][11][9], and improves our direct resampling approach.
[15]. Our implementation on the MasPar allows rendering with changing viewpoints of five frames/second and two frames/second for higher quality trilinear reconstruction on 128x128x128 byte volumes. This improves on previous results [2][3] [9][10][12] because of the better filters used, and we discussed the filter differences.

Straightforward extensions to our techniques include coherency adaptations such as adaptive ray termination and adaptive quadrature. Perspective projection can be added as a follow-on warp to the permutation warp for two passes versus four of [12]. The MasPar implementation can also be modified to up sample or down sample, least expensively as an up sample of the transformed image or down sample while warping. Our new decomposition will be useful for 6 pass pure shear multipass approaches versus eight passes [9].
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<table>
<thead>
<tr>
<th>Filter</th>
<th>Rotation Axes</th>
<th>0</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOH</td>
<td>x</td>
<td>434</td>
<td>482</td>
<td>496</td>
<td>505</td>
<td>533</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>434</td>
<td>485</td>
<td>494</td>
<td>498</td>
<td>537</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>435</td>
<td>499</td>
<td>508</td>
<td>512</td>
<td>543</td>
</tr>
<tr>
<td></td>
<td>x, y, and z</td>
<td>434</td>
<td>502</td>
<td>508</td>
<td>521</td>
<td>607</td>
</tr>
<tr>
<td>ZOH</td>
<td>x</td>
<td>145</td>
<td>186</td>
<td>196</td>
<td>205</td>
<td>237</td>
</tr>
<tr>
<td></td>
<td>y</td>
<td>145</td>
<td>187</td>
<td>192</td>
<td>199</td>
<td>237</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>146</td>
<td>206</td>
<td>213</td>
<td>222</td>
<td>240</td>
</tr>
<tr>
<td></td>
<td>x, y, and z</td>
<td>145</td>
<td>207</td>
<td>212</td>
<td>224</td>
<td>253</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Filter</th>
<th>vol size</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trilinear</td>
<td>32</td>
<td>13.3</td>
<td>11.5</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>68.7</td>
<td>58.9</td>
<td>83.4</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>507</td>
<td>434</td>
<td>607</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>3998</td>
<td>3429</td>
<td>4771</td>
</tr>
<tr>
<td>ZOH</td>
<td>32</td>
<td>7.68</td>
<td>6.47</td>
<td>9.16</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>30.4</td>
<td>22.3</td>
<td>39.8</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>208</td>
<td>145</td>
<td>287</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1623</td>
<td>1118</td>
<td>2245</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Filter</th>
<th>vol size</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trilinear</td>
<td>32</td>
<td>12.2</td>
<td>10.4</td>
<td>14.9</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>66.7</td>
<td>57.0</td>
<td>81.4</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>5023</td>
<td>429</td>
<td>602</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>3977</td>
<td>3407</td>
<td>4750</td>
</tr>
<tr>
<td>ZOH</td>
<td>32</td>
<td>6.59</td>
<td>5.38</td>
<td>8.08</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>28.4</td>
<td>20.4</td>
<td>37.9</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>203</td>
<td>140</td>
<td>282</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1602</td>
<td>1097</td>
<td>2224</td>
</tr>
</tbody>
</table>